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Abstract—The simulation of generation-recombination (GR) noise under periodic large-signal conditions in a partial differential equation-based silicon device simulator is presented. Using the impedance-field method with cyclostationary noise sources, it is possible to simulate the self- and cross-spectral densities between sidebands of a periodic large-signal stimulus. Such information is needed to develop noise correlation matrices for use with a circuit simulator. Examples are provided which demonstrate known results for shot noise in bipolar junction transistors. Additional results demonstrate the upconversion of low-frequency GR noise for microscopically cyclostationary noise sources and provide evidence for applying the modulated stationary noise model for low-frequency noise when there is a nearly quadratic current dependence.
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I. INTRODUCTION

The frequency conversion of noise under periodic large-signal conditions is of active interest to both the device physics and circuit design communities [1], [2]. It has a significant effect on the performance of wireless communications circuits, such as the spectral purity of oscillators and the noise figure of mixers.

While the conversion of shot and thermal noise is well understood and has successfully been modeled for circuit simulation using noise correlation matrices (NCMs) [3], [4], the modulation of 1/f-like low-frequency noise is still an open topic [5], [6]. This is, in part, due to the fact that such low-frequency noise can be attributed to a variety of sources [7]. In addition, the contribution of such noise sources is dependent on its spatial location and the unknown time-varying bias dependence of their autocorrelation.

The impedance field method (IFM) originally referred to the coupling of current-density (velocity) fluctuations within the semiconductor to an open-circuit voltage at the contacts of the device [8]. This method was typically used to get analytic results for both velocity fluctuation and generation-recombination (GR) transition-rate fluctuations [9]. The IFM was extended to partial differential equation (PDE)-based semiconductor device simulation [10]. These techniques were then extrapolated for the case of device simulation of cyclostationary noise under periodic steady-state conditions [1], [11]. In [12], the authors present simulation results for microscopically cyclostationary trap-assisted GR noise sources.

The drift-diffusion simulation of semiconductor devices requires the solution of the Poisson, electron-continuity, and hole-continuity equations for each differential volume within a semiconductor mesh. In order to consider an indirect recombination or trapping process which results in frequency-dependent noise, it is also necessary to consider a trap-continuity equation. The Florida object-oriented device simulator (FLOODS) [13], [14] has been enhanced with noise simulation capability for one-dimensional (1-D) and two-dimensional (2-D) semiconductor devices under both dc and periodic time-varying bias conditions. This tool is capable of solving for an arbitrary number of user-defined PDEs. In addition, the auto- and cross correlation of the Langevin terms of the IFM are specified for each PDE. As a research tool, this software is being used to investigate both GR and diffusion noise and the resulting effect on the device performance in silicon.

In Section II, we review the IFM generalized to periodic large-signal conditions. The modulated stationary noise model is applied for the case of trap-assisted GR noise. Section III presents the NCM, which is used in circuit simulation to model cyclostationary equivalent current noise sources. We discuss how the NCM can be extracted through semiconductor device simulation. We then develop the NCM model for the case of microscopically stationary GR noise for comparison with simulation results.

In Section IV, simulation results are presented for the frequency conversion of both diffusion noise and trap-assisted GR noise under periodic large-signal conditions for a bipolar junction transistor (BJT). While the focus of this paper is on GR
noise, diffusion noise simulations are included to observe the relative importance and frequency conversion characteristics of the two noise components. We also simulate the cross-spectral densities (CSDs) between sidebands for both the case of diffusion noise and trap-assisted GR noise. Well-known results for the NCM for shot noise [3], [4] in junctions are verified using the simulator. In addition, we present simulation results which show good agreement between the modulated stationary noise model [15], [5], [6] for low-frequency noise in circuit simulation and microscopically cyclostationary GR noise sources in semiconductor device simulation.

II. NOISE SIMULATION UNDER PERIODIC LARGE-SIGNAL CONDITIONS

A. Periodic Steady State

When a periodic bias with a fundamental frequency of \( \omega \) is applied to a semiconductor device terminal, the nonlinear relationship between \( \psi \), \( n \), \( p \), and \( n_t \) (see Table I) results in frequency components of these quantities being generated at integer multiples of \( \omega \). For example, the time-varying potential is then

\[
\psi(t, r) = \sum_{k=-\infty}^{\infty} \Psi(\omega_k, r) e^{j \omega_k t} \tag{1}
\]

where \( \Psi(\omega_k, r) \) is the \( k \)th harmonic of the potential at position \( r \) in the device and \( \omega_k \) is the harmonic frequency (see Table II).

The harmonic balance (HB) method is used to find the periodic steady-state solution of the semiconductor device. This is a frequency-domain technique in which the Fourier coefficients of the solution variables are found [16]. Since it is necessary to solve for all frequency components for each equation at each node in the semiconductor mesh simultaneously, the resulting matrix is often too large to solve using direct methods. Recent advances in the use of iterative methods for HB circuit simulation have been applied to semiconductor simulation so that it is a tractable problem for modern computer workstations [17].

While time-domain methods such as the transient or shooting method could be used to find the periodic steady state [18], the advantage of the HB method is that the procedure to find the linearized equations used to converge upon a solution can also be used for finding the small-signal conversion matrix required for a noise analysis.

B. Impedance Field Method

By linearizing the frequency-domain equations, a linear periodically time-varying (LPTV) system is formed which models how fluctuations within the semiconductor are frequency converted between sidebands of the large-signal currents flowing through the device. As depicted in Fig. 1, we consider harmonically related phasors for each sideband \( \tilde{\omega}_k \), where \( k < 0 \) for a lower sideband (LSB), \( k = 0 \) for the baseband (BB), and \( k > 0 \) for an upper sideband (USB). Being real signals, each of these phasors has a complex conjugate at \( \omega_k - \tilde{\omega}_0 \).

We use the Shockley–Read–Hall (SRH) recombination model [19], which is depicted in Fig. 2, to describe band transitions and noise. Table I defines the parameters used in the SRH equations. For one trap level, the trap-continuity equation is then

\[
\frac{\partial n_t}{\partial t} = R_n - G_n - R_p + G_p + \gamma n_t \tag{2}
\]

and the electron- and hole-continuity equations are

\[
\frac{\partial n}{\partial t} = \frac{1}{q} \nabla \cdot J_n + G_n - R_n + \gamma_n \tag{3}
\]
\[
\frac{\partial p}{\partial \tau} = -\frac{1}{q} \nabla \cdot J_p + G_p - R_p + \gamma_p
\]  
(4)

and Poisson’s equation is stated as
\[
\nabla^2 \psi = -\frac{q}{\varepsilon} \left( p - n + N_D - N_A + N_i^D - n_t \right)
\]  
(5)

where \(N_i^D\) is the density of donor-like traps, and \(\gamma_n, \gamma_p, \) and \(\gamma_n\) are the Langevin terms corresponding to fluctuations in the steady-state GR transition rates in the electron-, hole-, and trap-continuity equations, respectively.

By placing a source \(\gamma_\alpha\) in each linearized PDE describing the semiconductor device, it is possible to couple perturbations in the microscopic GR rates in the semiconductor with a voltage or current response at the device terminals. For trap-assisted GR fluctuations, the cross-spectral density between a response at external circuit node \(x\) and node \(y\) at \(\omega_q\) is
\[
S_{pp}^{xy} (\omega_k, \omega_q) = \int \sum_{\alpha = n, p, n_t} \sum_{\alpha = n, p, n_t} \sum_{r = -\infty}^{\infty} \hat{C}_{\alpha}^{\psi} (\omega_k, \omega_q, r) \times \hat{K}_{\alpha} (\omega_k, \omega_q, r) \ 
\]  
(6)

where \(\hat{C}_{\alpha}^{\psi} (\omega_k, \omega_q, r)\) is the scalar Green’s function which couples GR fluctuations for each differential volume \(r\) from the electron- \((\alpha = n)\), hole- \((\alpha = p)\), or trap- \((\alpha = n_t)\) continuity equation at frequency \(\omega_k\) to a response at circuit node \(x\) at frequency \(\omega_q\). Using modified nodal analysis, \(x\) and \(y\) can also represent current through a voltage source \([20]\). The noise source strength \(K_{\alpha} (\omega_k, \omega_q, r)\) accounts for the correlation of transition-rate fluctuations between equations \(\alpha\) and \(\beta\) at sideband frequencies \(\omega_k\) and \(\omega_q\), respectively, and is defined in the next section.

Diffusion noise is found using\([1],[11]\)
\[
S_{diff}^{xy} (\omega_k, \omega_q) = \int \sum_{\alpha = n, p} \sum_{\omega_k} \sum_{r = -\infty}^{\infty} \hat{C}_{\alpha}^{\varphi} (\omega_k, \omega_q, r) \times \hat{K}_{2\alpha} (\omega_k, \omega_q, r) \ 
\]  
(7)

where
\[
\hat{C}_{\alpha}^{\varphi} (\omega_k, \omega_q, r) = \frac{1}{q} \nabla \hat{G}_{\alpha}^{\varphi} (\omega_k, \omega_q, r)
\]  
(8)

is the vector Green’s function and \(\hat{K}_{2\alpha} (\omega_k, \omega_q, r)\) is the noise source strength tensor for velocity fluctuations.

The total CSD is then given by
\[
S_{tot}^{xy} (\omega_k, \omega_q) = S_{pp}^{xy} (\omega_k, \omega_q) + S_{diff}^{xy} (\omega_k, \omega_q).
\]  
(9)

C. Cyclostationary Noise Analysis

1) Modulated Stationary Noise Model: We use the modulated stationary noise model\([6]\) to model the instantaneous bias dependence of the microscopic noise sources. This model has been used to describe the modulation of shot noise in diodes\([3],[4]\) in circuit simulation and has been recently applied to the modulation of microscopic noise sources in device simulation\([11]\). This model applies when the correlation time of a noise process is much shorter than the period of an applied large-

signal bias and is applicable to microscopic diffusion noise and GR noise phenomena. Consider a noise process given by
\[
n(t) = \sqrt{f(t)} x(t)
\]  
(10)

where \(f(t)\) is the modulating function described by
\[
f(t) = \sum_{k = -\infty}^{\infty} F(\omega_k) e^{i\omega_k t}
\]  
(11)

and is an instantaneous function of the solution variables and \(x(t)\) is a unit stationary noise source with
\[
x(t) = \sum_{k = -\infty}^{\infty} \hat{c}_\lambda(\omega_k t) e^{i\omega_k t}
\]  
(12)

where \(\hat{c}_\lambda\) is a random phase angle and \(R_{\lambda\lambda}(t, t + \tau) = \delta(\tau)\).

It can be shown that the CSD between noise phasors at sideband frequencies \(\omega_k\) and \(\omega_q\) is then\([3]\)
\[
S_{n}(\omega_k, \omega_q) = F(\omega_k - \omega_q)
\]  
(13)

In order to properly account for the total noise, it is necessary to account for the contribution of both the self- and cross-spectral components to the output response of the semiconductor device through the time-varying Green’s functions as described by (6) and (7).

2) GR Noise Sources: If the fundamental source of the \(1/f\)-like fluctuations in a semiconductor can be attributed to GR events, it is possible to apply the IFM and the modulated stationary noise model so that low-frequency noise can be simulated under periodic large-signal conditions. The GR transition-rate fluctuations between the conduction or valence band and the trap level are white processes so that (13) applies. For one trap level, the time-derivative term in (2) often results in a Lorentzian frequency spectrum when coupled to the device contact. For a proper distribution in energy or position for the traps, the low-frequency noise can produce a \(1/f\) spectrum\([21]\).

Being a shot process, the microscopic GR noise sources have an autocorrelation of \([9]\)
\[
R_{\gamma_n, \gamma_p}(t, t + \tau) = 2G_{\alpha}(t) + R_{\alpha}(t)h(\tau)
\]  
(14)

and \(G_{\alpha}(t)\) and \(R_{\alpha}(t)\) are the instantaneous GR rates between the conduction band \((\alpha = n)\) or valence band \((\alpha = p)\) and the trap level. Using (13), the noise source strengths for use in (6) are then
\[
K_{\gamma_n, \gamma_p}(\omega_k, \omega_q, r) = \hat{K}_{\gamma_n, \gamma_p}(\omega_k, \omega_q, r)
\]  
(15)

and
\[
K_{\gamma_n, \gamma_p}(\omega_k, \omega_q, r) = \hat{K}_{\gamma_n, \gamma_p}(\omega_k, \omega_q, r)
\]  
(16)

where
\[
S_{\gamma_n}(\omega_k, r) = 2G_{\alpha}(\omega_k, r) + 2R_{\alpha}(\omega_k, r)
\]  
(19)
where $G_{\alpha}(\omega_k, r)$ and $R_{\alpha}(\omega_k, r)$ are the Fourier coefficients of the spatially dependent generation and recombination rates, respectively.

3) **Diffusion Noise Sources:** The noise source strength tensor used in (7) for velocity fluctuations is

$$K_{\alpha, \beta}(\hat{\omega}_u, \hat{\omega}_v, r) = 4q^2D_\alpha(\omega_{u-v}, r)$$

(20)

where $D_\alpha$ is the diffusivity and $\alpha(\omega_k, r)$ is the $k$th harmonic of the carrier density. For the purposes of our investigation, we use the Einstein relationship

$$D_\alpha = \frac{kT\mu_\alpha}{q}$$

(21)

to find the noise source from the low-field mobility. For 2-D and three-dimensional (3-D) simulation it is appropriate to use a frequency dependent diffusivity tensor to account for the diffusivity/carrier-density product to account for the electric field dependence of the diffusivity [11]. Since our focus is the 1/f-like low-frequency noise, no attempt was made to account for the diffusivity outside of equilibrium. This microcscopic noise source results in shot noise observed in diodes and thermal noise in resistors. An additional reduced shot noise component may stem from GR transitions in the quasi-neutral regions and is accounted for by (14)–(19) [9].

III. NCM FOR CIRCUIT SIMULATION

A. **Theory**

For dc steady-state noise analysis in circuits, an equivalent current-noise generator is used to model the noise of the semiconductor devices in a circuit at the small-signal frequency being considered. The current generator for a two-terminal junction device is shown in Fig. 3. While our simulation results in Section IV are for a three-terminal device, we limit our discussion to this device in order to simplify the multiport frequency discussion.

Since the noise is instantaneously dependent on bias, an NCM is required to account for the cross correlation between the current phasors at each sideband under periodic large-signal conditions. If the large-signal behavior of an equivalent noise generator for circuit simulation is unknown, we show in this section how it may be found by modeling the fundamental noise sources in a semiconductor device simulator.

When a device is placed in a circuit under periodic steady-state conditions, the response is

$$\delta V = Y^{-1}\delta I$$

(22)

where $\delta I$ is a vector of correlated current phasors at the harmonically related sideband frequencies, $Y$ is the admittance matrix formed by linearizing the nodal circuit equations, and $\delta V$ is the voltage response at each sideband for every node in the circuit [22]. Using modified nodal analysis [20], the current response through each voltage source is also found.

The resulting noise spectral density at node $i$ and frequency $\hat{\omega}_k$ is then

$$S_{ij}(\hat{\omega}_k) = Z_{i,k}S_{j,i}^T$$

(23)

where $Z_{i,k}$ is the row of $Y^{-1}$ corresponding to output node $i$ at frequency $\hat{\omega}_k$. $^\dagger$ denotes the transpose conjugate, and $S = (\delta I, \delta I^\dagger)$ is the NCM where each column is a vector of correlated noise components.

Fig. 4 shows a network representation of how noise current generators at each sideband frequency contribute to the total noise spectral density for a one-port device. A port representing sideband $\hat{\omega}_k$ has a noise generator $S(k, k)$, which represents the current spectral density at that sideband. The input impedance of the semiconductor device at $\hat{\omega}_k$ is represented by $Z_{eq}(k)$. In addition, $Z_{eq}(k)$ represents the impedance of the termination presented to the device. A large-signal voltage source applied directly to the device presents a short-circuit condition to each sideband frequency, $\hat{\omega}_k$, so that the noise generator at each frequency is unable to mix to other sidebands via the impedance of the device. A noise simulation under this condition would also
result in \( S_{V_{x}, V_{y}}(\omega_{k}, \omega_{l}) = S(k, l) \). In addition, a cross-spectral density simulation between sidebands \( k \) and \( l \) would result in \( S_{V_{x}, V_{y}}(\omega_{k}, \omega_{l}) = S(k, l) \).

Using a semiconductor device simulator, (6) can be used to find the NCM entries for low-frequency GR noise sources for use in circuit simulation. If an equivalent current noise generator has been placed between nodes \( x \) and \( y \) in a compact noise model, its NCM for low-frequency GR noise can be simulated in a semiconductor device simulator by placing a large-signal voltage source between these same nodes. The resulting NCM entry relating a current generator connected between nodes \( x \) and \( y \) at sideband frequencies \( \omega_{k} \) and \( \omega_{l} \) is then

\[
S_{x,y}(k, l) = S_{y,x}^{*}(\omega_{k}, \omega_{l}).
\]

In Section IV, simulation results are presented which demonstrate how this method is used to generate the NCM entries for low-frequency cyclostationary trap-assisted GR noise sources. The methodology presented in this section is adequate for simulation of an intrinsic device. In the case of an extrinsic resistance, the model in Fig. 3 would require the addition of a series element between the intrinsic device and the device terminal [23]. This method could then only be used if these parasitics are small enough as to not interfere with the large-signal operation of the device. In addition, the resistance must then be much smaller than the small-signal input impedance of the intrinsic device throughout the entire range of the applied bias.

While it is not always possible to generate an analytical model from such information, we attempt to apply known compact cyclostationary noise models for shot noise in diodes [3] and microscopically stationary low-frequency noise in linear resistors [23]–[25] to a BJT.

**B. Diffusion Noise**

For a junction diode, the shot noise is instantaneously dependent on bias so that the current spectral density observed at all small-signal frequencies is

\[
S_{I}(t) = 2q\nu(t)
\]

where \( \nu(t) \) is the large-signal current and \( S_{I}(t) \) has units of \( \text{A}^{2}/\text{Hz} \). Using (13), the NCM entries which couple the noise generator at \( \omega_{k} \) with the noise generator at \( \omega_{l} \) are [4]

\[
S_{x,x}(k, l) = S_{y,y}(k, l) = 2qI(I_{k-l})
\]

\[
S_{x,y}(k, l) = S_{y,x}^{*}(k, l) = -2qI(I_{k-l})
\]

where \( I(I_{k-l}) \) is the \( (k-l) \)th harmonic of the large-signal current flowing through the diode and \( x \) and \( y \) are the nodes to which the current generator is attached (see Fig. 3). The minus sign in (27) accounts for the fact that current phasors entering node \( x \) are leaving node \( y \).

**C. GR Noise**

The GR transition rates may be invariant (stationary) or variant (cyclostationary) with respect to an applied periodic bias. Regardless of whether or not the microscopic noise sources are bias dependent, a compact model would require an NCM. This is since harmonics of the periodic scalar Green’s functions could modulate bias independent GR fluctuations into correlated current density fluctuations at the device terminals.

In the literature, \(1/f\)-like noise and GR noise have been observed in resistors and junction devices, such as bipolar junction transistors [26]. For GR noise the spectra is often observed as

\[
S_{I}(\omega) = \frac{CI^\beta}{1 + \omega^{2\tau^2}}
\]

where \( I \) is the dc current flowing into the device and \( \beta \approx 2 \). The equivalent noise generator for low-frequency noise in a BJT model is often placed between the base and emitter junction [26] and dependent on the base current. It is not known how these noise sources vary under large-signal bias conditions when the microscopic noise sources in the internal device are bias dependent.

For a resistor, low-frequency GR fluctuations may be viewed as bias independent (stationary) resistivity fluctuations which are modulated by the large-signal currents flowing through the device so that correlated current components exist at each sideband [12]. The current spectral density is then quadratically dependent on the current flowing through the device. In this section, we develop this model and in Section IV we investigate if this model can be more generally applied to noise in a BJT device.

If we consider these resistivity fluctuations as being stationary, the modulated stationary model applies, except that the stationary noise source is lowpass filtered. Equation (12) becomes

\[
x(t) = \sum_{k=-\infty}^{\infty} \alpha(\omega_{k}) e^{j\omega_{k}t} e^{j\omega_{k}t}
\]

where \( \alpha(\omega_{k}) \) is function of frequency. The CSD between sidebands is then

\[
S_{n}(\omega_{k}, \omega_{l}) = \sum_{n=-\infty}^{\infty} H(\omega_{k-n})c(\omega_{n})H^{*}(\omega_{l-n})
\]

where

\[
H(\omega_{n}) = \frac{\Omega_{n}}{2\pi} \int_{0}^{2\pi/\Omega_{n}} \sqrt{f(l)e^{-j\omega_{n}t}}.
\]

The NCM entries for a stationary low-frequency noise source with a quadratic current-dependence are then

\[
S_{x,x}(k, l) = S_{y,y}(k, l) = -S_{x,y}(k, l)
\]

\[
= \sum_{n=-\infty}^{\infty} I(\omega_{k-n})c(\omega_{n})I^{*}(\omega_{l-n})
\]

where \( c(\omega_{n}) = |\alpha(\omega_{n})|^{2} \). For a single trap

\[
c(\omega_{n}) = \frac{C}{1 + \omega_{n}^{2\tau^{2}}}
\]

where \( C \) and \( \tau \) are constants. For flicker noise

\[
c(\omega_{n}) = \frac{C}{\omega_{n}}
\]

(34)
The collector contact is along the bottom and the 0.15-μm emitter contact is located at the upper-left corner. The collector contact is along the bottom, and the 0.15-μm base contact is located at the upper-right-hand side.

For RF and microwave applications, \( c(\omega) \approx 0 \) for \( |k| > 0 \) and \( \omega_1 \gg \omega_0 \) so that

\[
S_{rr,xx}(k, l) = S_{rr,yy}(k, l) = I(\omega_0)c(\omega_0)I(\omega)^*.
\]

(35)

In [25], it is demonstrated that (35) is applicable for a non-linear resistor in which band-to-band GR transitions occur. In this approach, the device is a homogeneously doped resistor so that the microscopic noise sources do not vary. When the microscopic noise sources are functions of the instantaneous bias, it is not known if it is possible to use an expression like (32) to describe the equivalent input current noise generator. In the literature, the modulated stationary noise model has been applied in general to low-frequency noise [5], [6], although it is not known if it is appropriate for all types of low-frequency noise.

Commercial circuit simulators, such as Agilent Advanced design system (ADS), treat low-frequency noise as being dependent on the dc component of the current flowing through the device [27]. However, such a model does not predict the presence of low-frequency noise around the USBs and LSBs under ac short-circuited conditions, as was observed for a linear resistor and a \( p^+/n^- \) junction [12]. In the next section, we present simulation results which compare (35) with a semiconductor noise simulation under periodic large-signal conditions.

### IV. SIMULATION RESULTS

#### A. Shot Noise

A silicon \( n^+/p^-n^- \) BJT was simulated in FLOODS with the dimensions and doping profile shown in Fig. 5. The 0.15-μm emitter contact is located at the upper-left corner and was modeled with a surface recombination velocity of \( S_p = 10^5 \) cm/s. The collector contact is along the bottom and the 0.15-μm base contact is located at the upper-right-hand side. The device had an emitter depth of 70 nm and a base width of 70 nm. The Klaassen mobility model [28] at 300 K was used for all simulations.

The diffusion noise for increasing dc bias on the base was simulated for \( V_{CE} = 2.0 \) V. The simulation results for base and collector shot noise versus \( V_{BE} \) are shown in Fig. 6. These results agreed well with the shot noise expressions of \( S_{ib} = 2qI_b \) and \( S_{ic} = 2qI_c \).

For the HB simulation, the circuit shown in Fig. 7 was used with \( V_{dc} = 0.7 \) V, \( V_{ce} = 2.0 \) V and \( V_{ac} = -V_AC \cos(2\pi f t) \) V.

A noise simulation was performed for each sideband for increasing AC bias. The steady-state simulation was performed with five frequencies, including dc. This results in a conversion matrix relating nine sideband frequencies. Fig. 8 shows the cross-spectral current densities for the base current between the first USB and other sidebands denoted by \( S_i(k, k) \), where

---

Fig. 5. BJT doping profile. Greyscale units are \( \log_{10} |N_p - N_A| \). 0.15-μm emitter contact is located at the upper-left corner, the collector contact is along the bottom, and the 0.15-μm base contact is located at the upper-right-hand side.

Fig. 6. Base and collector shot noise of the BJT.

Fig. 7. Test circuit for the harmonic balance and noise simulation.

Fig. 8. Cross-spectral current densities for base shot noise for increasing ac bias. Symbols denote device simulation of (7) and dashed lines are calculated from (26).
$k$ denotes the sideband at frequency $\tilde{\omega}_k$. Excellent agreement was found between the simulated data and the NCM entry for shot noise given by (26).

Collector shot noise for increasing ac bias is shown in Fig. 9. The simulation begins to deviate from (26) for higher ac bias. This corresponds to the deviation between the simulation and analytical shot-noise model for the dc results shown in Fig. 6 and is attributed to high-level injection effects.

Fig. 10 shows the correlation between the base and collector shot noise at $\tilde{\omega}_b$ which was calculated as

$$c = \frac{S_{b\rightarrow c}(0,0)}{\sqrt{S_{b}(0,0)S_{c}(0,0)}}. \quad (36)$$

This indicates that the equivalent current noise generators for the base and collector can be treated independently, even under large-signal ac conditions. Similar results were found when the cross correlation between the base and collector noise was evaluated at each sideband frequency.

**B. GR Noise**

The same BJT device was simulated with an electron capture coefficient of $c_n = 10^{-12}$ cm$^3$/s and an energy level of $E_C - E_T = 0.31$ eV. Similar trap parameters were reported for a polysilicon-emitter BJT in the literature [29] with the traps ascribed to the emitter region at or near the polysilicon–monosilicon interface. A constant trap density of $N_t = 1$/cm$^3$ was simulated for the device in order to find the relative contributions of the device regions. The distributed contributions to the short-circuit base current noise and collector current noise for $V_{BE} = 0.7$ V are shown in Figs. 11 and 12, respectively. For this trap energy level, the dominant noise contribution to the base noise is between the base and the emitter near the surface. A possible source of traps for this region would be the interface between the silicon and the oxide spacer between the base and emitter contacts [26].

Noise was then simulated for donor-like traps at a depth of 0 $\mu$m (see Fig. 5) between the base and emitter contact with $N_d = 8 \times 10^9$/cm$^2$. Figs. 13 and 14 show both the GR and shot noise versus current at the base and collector, respectively. Fig. 15 shows the electron quasi-Fermi level for $V_{BE} = 0.7$ V at the surface of the device. It shows that near this bias condition, the electron quasi-Fermi-level is close to the trap-level

$^1$The surface density is a volume density distributed over 1.5 nm at the surface.
over the entire interface between the contacts. At lower biases a quadratic dependence of noise spectral density on dc current is observed and is attributed to trapping noise in the space charge region of the device. As bias is increased, the space charge region narrows, and the position where the quasi-Fermi level for electrons crosses the trap level moves into the quasi-neutral region and the quadratic current dependence is lost. At much higher biases, a high-level injection of electrons causes the location of this crossing to move toward the base contact so the area of active traps is reduced and the noise rolls off.

Using the same bias conditions as in Section IV-A the noise in the base terminal current was simulated versus frequency for increasing ac bias. In Fig. 16, the USB and BB spectra are shown for an ac bias of 0, 50, and 100 mV. The low-frequency plateau is the GR noise component while the high-frequency plateau is the diffusion noise floor. It is apparent that the corner frequency $f_c = 40$ Hz is invariant to the ac bias. The USB plateaus versus ac bias are shown in Fig. 17. The BB level was fit to the NCM model of (35) and (33) with $C = 1.21 \times 10^{-9}$ Hz and using the dc component of the base current for increasing ac bias. Using this value of $C$ and the harmonics of the base current, the resistor GR noise model was applied to each of the sidebands in Fig. 17 and good agreement was found between device simulation of (6) and the circuit model. Fig. 18 shows the base current CSD between the first USB and several other sidebands. Again, good agreement was found between device simulation and the circuit model.

Fig. 19 shows the simulated GR spectrum at the BB and USB at 50 mV ac bias. In addition, the magnitude of their CSD is
Circuit boundary conditions that the device is presented with. Noise as the ac bias is increased. This effect depends on the or simulation may become important in mixer circuit or phase modulation. We also show that low-frequency noise due to trap-assisted GR fluctuations can be modeled using the modulated stationary noise model for the purposes of circuit simulation.

V. CONCLUSION

This paper presents the 2-D semiconductor device simulations of diffusion and GR noise under periodic large-signal conditions. In addition, our work indicates that a semiconductor device simulator can be used to justify and develop circuit noise modeling approaches. We also show that low-frequency noise due to trap-assisted GR fluctuations can be modeled using the modulated stationary noise model for the purposes of circuit simulation.
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