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ABSTRACT

This work determines the phase stabilities and point defect energetics of TiSi2 and TiGe2 allotropes using density functional theory. The
primary focus is on the C49 and C54 allotropes, which compete during TiSi2 phase formation. It is found that the ground state structure for
TiGe2 is the C54 allotrope, desirable for its low sheet resistance, while the less desirable, higher resistance C49 allotrope forms the ground
state structure of TiSi2. A first attempt to understand the Ge atom’s role in lowering the enthalpy of formation for the C54 structure is made
from the perspective of the extended Born model. Charge density differences, the density of states, and Bader charge analysis show that
these systems are predominantly ionically bonded, with the Ge atoms introducing additional covalent bond stability for the C54 allotrope. It
is known that higher temperatures favor C54 formation in TiSi2. Helmholtz free energy calculations for TiSi2 suggest that the vibrational
free energy does not drive the system to the C54 phase. The formation energies of certain point defects within the C49 structure of TiSi2 are
less than 1 eV, which is consistent with experiments that show high defect concentrations. Thus, the driving force for C54 formation at
higher temperatures may be related to the high defect concentration in the C49 allotrope.

Published under license by AIP Publishing. https://doi.org/10.1063/5.0029990

INTRODUCTION

The relentless decrease in the feature size of microelectronic
devices means that there is a need to constantly reduce contact
resistance between the semiconductor and the metal interconnects
in order to realize the desired increases in device performance.
Silicides such as tungsten disilicide (WSi2), titanium disilicide
(TiSi2), nickel disilicide (NiSi2), and cobalt disilicide (CoSi2) have
long been used to reduce the contact resistance. These silicides
interface between the semiconductor (usually Si) and the contact
metal as an additional layer and reduce contact resistance by lowering
the Schottky barrier height between the metal and semiconductor.
Among the silicides, TiSi2 is the ubiquitous low contact resistance sili-
cide used for Complementary Metal–Oxide–Semiconductor (CMOS)
devices because of its low thermal budget and excellent oxidation
resistance.1,2 Additionally, it has the benefit of low defect concen-
tration in the contact region with silicon. Two allotropes of TiSi2
are of particular interest: the lower contact resistance C54 structure
and the higher contact resistance C49 structure.1–4 The C49 phase

forms at lower temperatures (around 600 °C) and transforms into
C54 at temperatures above 700 °C. This transformation has been
the focus of much analysis.3,4 The C49 allotrope is observed at a
lower temperature but is considered to be a metastable precursor
phase to C54. Several different origins for this phase sequence
have been proposed. One argument states that the interfacial ener-
gies for TiSi2/amorphous–TiSi and TiSi2/Si interface are lower for
the C49 structure than for the C54 structure. As a result, the C49
structure forms first.5,6 Another argument is made based on the
majority atom experiencing twice the vacancy diffusion of the
minority atom.3,7,8 In the case of the silicide, the Si atoms have
greater mobility, and Si is known to be the dominant diffuser in
TiSi2.

7,9 However, the mechanism by which this greater Si mobility
causes C49 to be formed first remains unclear.3,7,10

In addition to exploring why C49 is the precursor, several
experiments have manipulated the environment of the C49–C54
solid reaction to understand the transformation from one to the
other. This includes introducing n-type and p-type dopants that
tend to suppress the C49–C54 phase transformation, presumably
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by increasing the vacancy diffusion energy barrier.11 Experiments
have also investigated the role of the Ti deposition dimensions and
found that a decrease of Ti dimensions correlates with an increase
of the C49–C54 transformation energy barrier.5,12 This phenome-
non has been called the “fine line effect,” relating to the reduction
of nucleation sites for C54.13–15 From TEM micrographs, C54 has
been observed to grow from the triple-point grain boundaries of
C49, the concentration of which decreases along with the Ti thick-
ness.16,17 Since device scaling requires thinner films, the very thin
films will exacerbate the trend, making it even harder to form the
C54 phase. It is thus desirable to understand the mechanisms that
control the C54 formation temperature.

The addition of a third element has been shown to lower the
temperature required for the formation of the C54 structure. Previous
works have reported using Ta or Mo to form a ternary solid-state
reaction to reduce the C54 formation temperature.1,10 It has also been
observed that the introduction of Ge reduces the C54 formation tem-
perature when forming silicide on a Si1−xGex layer. This layer is
grown as a co-flow process requiring only a single step.18–21

The introduction of Si1−xGex films at the source–drain regions
introduces compressive strain in microdevices, thereby improving
the hole mobility in the channel.22 The Si1−xGex films produce C49
and C54 allotropes of Ti(Si1−xGex)2.

18,19 Initially, it appears that the
Ti-Si1−xGex solid reaction solves the prior problems, as the Si1−xGex
film provides the benefit of enhancing hole mobility and reducing
the C49–C54 transformation temperature. Although Ge may reduce
the C54 formation temperature, Ge segregation introduces another
problem for thinner films of Ti: the bilayer reaction still requires
higher temperatures (≥125 °C) for complete C54 transformation
with reduced Ti thickness.5 Specifically, with increased temperature,
the Ge segregation into the grain boundaries increases, forming a
region of Si1−yGey (a different concentration from the Si1−xGex film)
extending from the surface to the substrate. The pillars of Si1−yGey
increase the sheet resistance beyond tolerance.5 Aldrich et al. also
found that the C49–C54 transformation energy barrier still
increased for thinner Ti layers (less than 10 nm thick). Therefore,
the “fine line effect” still plays a key role, and higher temperatures
are needed for C54 formation. An additional problem is that
Ge segregation worsens with increased temperature.5 Because
Si1−xGex alloys will continue to be employed to introduce com-
pressive strain, understanding of the Ti(Si1−xGex)2 allotropes is
beneficial for semiconductor processing.20,23

Like TiSi2, the TiGe2 phase forms as C49 and C54 allotropes.
However, in this case, C49 is not observed as a precursor phase to
C54. The solid-phase reaction of Ti–Ge forms the precursor phase
Ti6Ge5, with the C54 structure forming during the continued reac-
tion of Ge with Ti6Ge5 through a nucleation process.19,24 While not
part of the normal evolution of the silicide, metastable C49 has been
synthesized using co-evaporation of Ti0.33Ge0.67 followed by crystalli-
zation to C49 at 315 °C.25 The metastability of the TiGe2 C49 allo-
trope suggests that Ge plays a role in reducing favorability for C49,
thereby reducing the C49–C54 transformation barrier.

There exists a third allotrope of interest in the TiSi2 system,
the C40 structure.26 It has a lower electrical resistance than C49
and transforms into C54 with subsequent annealing.17,26,27 Due to
lattice mismatching, C49 cannot form during the transformation
from C40 to C54, so the high resistance of the C49 structure is

bypassed. The C40 structure has been synthesized with laser pulse
annealing and characterized with Raman spectroscopy and trans-
mission electron microscopy.17,26–28 The formation of low resist-
ance C54 might be achieved without the presence of C49, if one
can form the C40 phase.

This work will develop a theoretical understanding of the
TiGe2 phase, with the objective of more fully understanding why
the Ti-Si1−xGex bilayer reactions reduce the C54 formation temper-
ature. Also, the lattice stability and defects in TiSi2 and TiGe2 will
be characterized and expanded to include the C40 phase. A ther-
modynamic perspective of these solid-state reactions will be pre-
sented based on evidence from Density Functional Theory (DFT)
calculations with the goal of better understanding the driving
forces associated with these critical phase transformations.

TISI2 AND TIGE2 STRUCTURE

Figure 1 illustrates the structures of the silicide and germanide
allotropes. C49 has a base-centered orthorhombic (Fddd) structure.
C54 has a face-centered orthorhombic (Cmcm) structure. C40 has
a hexagonal type (P6222) structure. The most noticeable structural
difference between the three is in the periodic layering of Si/Ge.
The C49 structure has two distinct bonding environments for the
Si/Ge atoms. As Fig. 1(c) shows, there is a Si/Ge monolayer with
fourfold bonding in the plane. There is also a Ti–Si/Ge layer, in
which the Si/Ge is covalently bonded with two nearest neighbors.
The monolayer will be denoted as 4-NN for its four nearest Si/Ge
neighbors, while the Ti–Si/Ge layer will be denoted as 2-NN for its
two nearest Si/Ge. The other allotropes have higher symmetry than
C49. Figure 1(a) is the ab perspective of the C40 allotrope in which
the hexagonal structure is evident. Figure 1(b) from the bc perspec-
tive of C40 shows that the Si atoms have two nearest neighbor
atoms and a periodic stacking. Figure 1(d) shows that the Si atoms
in C54 also have two nearest neighbors.

CALCULATION METHODS

The Vienna Ab initio Simulation Package (VASP) is used for
the electronic-structure calculations at the level of Density Functional
Theory (DFT). The Generalized Gradient Method (GGA) and the
Strongly Constrained and Appropriately Normed (SCAN) functional
are used for the exchange-correlation in this work; SCAN is a new
meta-GGA functional, which has proven to be well-suited for charac-
terizing transition metal reactivity.29–37 The [3d 4s 4p] orbitals are
included for the calculations with Ge potentials,38 while the [3d 4p
4s] orbitals are included for the calculations with Ti potentials. The Si
potential includes [2s 2p] orbitals.

The plane wave cutoff used for relaxation is 520 eV, and the
Monkhorst–Pack mesh method is used for Brillouin zone sam-
pling.39 The C49 structure is relaxed with a 10 × 3 × 10 k-point
mesh, the C54 structure with a 7 × 4 × 4 mesh, and the C40 struc-
ture with a 9 × 9 × 5 mesh. The unit cell dimensions for each calcu-
lation are presented in Table I. These large k-point meshes are
needed because of the small unit cell sizes, which are of different
dimensions for each system. The supercell dimensions and ion
positions are relaxed simultaneously until the force on each atom is
less than 0.01 eV/Å, with components of stress less than 0.02 GPa.
The space groups of the calculated structures are determined using
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FIG. 1. The hexagonal C40 structure
from the (a) ab and (b) bc perspec-
tives. The base-centered orthorhombic
for C49 (c) showing two structurally dif-
ferent layers; the C54 (d) face-centered
orthorhombic structure; the silicon
atoms represented as small circles
(dark blue) and the titanium atoms are
large circles (light orange).

TABLE I. Structure and formation enthalpies of TiSi2 and TiGe2 structures, with a comparison to prior results.

Phase Space group a (Å) b (Å) c (Å) Enthalpy (meV/atom)

TiSi2
C40 P6222 PBE-GGA 4.727 4.727 6.598 −535

SCAN 4.707 4.70 6.543 −491
FLAPW-GGA53 4.731 4.731 6.570 −497

C49 Cmcm PBE-GGA 3.548 13.568 3.578 −557
SCAN 3.524 13.510 3.553 −523

FLAPW-GGA53 3.541 13.617 3.576 −523
PBE-GGA38 3.559 13.498 3.572 −562

C54 Fddd PBE-GGA 4.795 8.254 8.583 −550
SCAN 4.786 8.230 8.490 −518

FLAPW-GGA53 4.806 8.268 8.560 −516
PBE-GGA38 4.809 8.260 8.567 −556

TiGe2
C40 P6222 PBE-GGA 4.959 4.959 6.822 −422

SCAN 4.892 4.892 6.755 −444
C49 Cmcm PBE-GGA 3.689 14.320 3.714 −422

SCAN 3.643 14.088 3.675 −452
C54 Fddd PBE-GGA 5.073 8.663 8.827 −433

SCAN 5.021 8.525 8.716 −460
PBE-GGA38 5.083 8.677 8.826 −414
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the FINDSYM package.40 The density of states and formation ener-
gies are calculated with the tetrahedron method41 and a Methfessel–
Paxton pre-convergence.42 For the point defect calculations, the C54,
C40, and C49 structures are relaxed using supercells of 3 × 2 × 2,
3 × 3 × 2, and 5 × 1 × 5 unit cells, respectively. These dimensions are
chosen to yield approximately cubic supercells. The sampling
scheme for defect calculations is a 3 × 3 × 3 k-point sampling mesh.
The energy differences between the unit cell calculations with large
k-point values and the supercell calculations with smaller k-point
values are less than 5meV. This energy difference has only a small
effect on the point defect calculations presented in Table II.

The supercell dimensions are fixed for point defect calculations.
While there are still defect to defect interactions between supercells,
the use of a fixed volume condition attempts to represent the condi-
tions of an isolated defect.43 TiSi2 and TiGe2 are conductors, so
charged defects are not considered for this work. The defect forma-
tion energies are calculated using the standard equations,

Vacancy: ΔHf ¼ Edefect[VSi or Ti]� Eperfect � μSi or Ti, (1)

Frenkel: ΔHf ¼ Edefect[VSi or Ti]þ Edefect[Sii or Tii]� 2Eperfect,

(2)

Substitution: ΔHf ¼ Edefect[Si/TiSi or Ti]� Eperfect þ μSi orTi � μTi or Si:

(3)

The chemical potentials μSi, μGe, and μTi in Eqs. (1)–(3) reflect
the reservoirs for atoms added and removed during the formation
of the defect. These chemical potentials are taken as the energies
per atom of the pure bulk elements, as calculated with DFT.
However, chemical potentials taken from the respective bulk ele-
mental forms (μSi ¼ μbulkSi , μGe ¼ μbulkGe , and μTi ¼ μbulkTi ) do not
consider the sensitivity to concentration conditions under which
the crystal is grown.

As a function of concentration, the chemical potential of the
atoms must satisfy restrictions such that μSi � μbulkSi , μGe � μbulkGe ,

and μTi � μbulkTi , with the variables μbulkSi , μbulkGe , and μbulkTi calculated
from the elemental bulk energy per atom. If these conditions are not
satisfied, the TiSi2 or TiGe2 phases will decompose into pure bulk Si,
Ge, and Ti. A second constraint comes from constituent atoms being
in equilibrium with TiSi2 and TiGe2. μSi, μGe, and μTi are equal to the
chemical potentials per each pair of TiSi2 and TiGe2 pure bulk phases
such that μbulkTiSi2 ¼ μTi þ 2μSi and μbulkTiGe2 ¼ μTi þ 2μGe.Therefore,
the concentration extremes that can be tested are the Si/Ge-rich
(μSi ¼ μbulkSi and μGe ¼ μbulkGe ) or Ti-rich (μTi ¼ μbulkTi ) conditions.
From these restrictions, the chemical potential at Si/Ge-rich and
Ti-rich conditions are given as Eqs. (4) and (5), respectively,

μmin
Ti ¼ μbulkTiSi2 or TiGe2 � 2μbulkSi or Ge, (4)

μmin
Si ¼ 1

2
(μbulkTiSi2 or TiGe2 � μbulkTi ): (5)

These chemical potentials are combined with Eqs. (1)–(3) to deter-
mine defect formation energies; a third growth condition is stoichio-
metric, which represents the concentration midpoint. To be explicit,
the Si/Ge-rich region is defined as μSi ¼ μbulkSi and μGe ¼ μbulkGe with
μTi ¼ μmin

Ti ; the Ti-rich region is defined as μTi ¼ μbulkTi with μSi ¼ μmin
Si

and μGe ¼ μmin
Ge . Previous works have shown the relationship

between concentration and potential energy to be linear.44 Therefore,
the stoichiometric chemical potential is taken as the linear mid-
point between these two conditions: μmid

Ti ¼ 1
2 (μ

bulk
Ti þ μmin

Ti ) and
μmid
Si ¼ 1

2 (μ
bulk
Si þ μmin

Si ) and μmid
Ge ¼ 1

2 (μ
bulk
Ge þ μmin

Ge ) (Table III).
With regard to the distribution of charge in the system, iso-

surfaces of the charge density difference (CDD) are plotted
around the atoms first coordination shell so that the charge trans-
fer can be visualized. The CDD, Δρdiff (r), is defined as the differ-
ence between the charge density of the ordered phase, ρphase(r),
and the sum of the charge densities of the single element,
ρα(r � rα) when the other elements are removed from the super-
cell: Δρdiff (r) ¼ ρphase(r)�

P
α ρα(r � rα). This definition thus

represents the charge redistribution when atoms are brought
together to form the phase.45,46

TABLE II. The stoichiometric (μSi ¼ μmidSi and μTi ¼ μmidTi ), Ti-rich (μSi ¼ μminSi and
μTi ¼ μbulkTi ), and Si-rich (μSi ¼ μbulkSi and μTi ¼ μminTi ) concentration limit defect ener-
gies for TiSi2. The calculations are performed with PBE-GGA; units are eV.

VSi VTi SiTi TiSi

C49
Ti-rich 2-NN: −0.003 2.73 5.18 2-NN: −0.567

4-NN: 0.212 4-NN: 0.119
Stoichiometric 2-NN: 0.418 1.89 3.92 2-NN: 0.695

4-NN: 0.633 4-NN: 1.38
Si-rich 2-NN: 0.839 1.04 2.65 2-NN: 1.96

4-NN: 1.05 4-NN: 2.64

C54
Ti-rich 1.67 3.87 5.09 0.089
Stoichiometric 2.08 3.04 3.85 1.33
Si-rich 2.49 2.22 2.61 2.56

TABLE III. The stoichiometric (μGe ¼ μmidGe and μTi ¼ μmidTi ), Ti-rich (μGe ¼ μminGe
and μTi ¼ μbulkTi ), and Ge-rich (μGe ¼ μbulkGe and μTi ¼ μminTi ) limit defect energies for
TiGe2. The calculations are performed with PBE-GGA; units are eV.

VGe VTi GeTi TiGe

C49
Ti-rich 2-NN:−0.118 1.81 4.05 2-NN:−0.398

4-NN:−0.698 4-NN:−0.709
Stoichiometric 2-NN:0.199 1.17 3.10 2-NN:0.553

4-NN:−0.381 4-NN:0.242
Ge-rich 2-NN:0.516 0.541 2.14 2-NN:1.50

4-NN:−0.0638 4-NN:1.19

C54
Ti-rich 0.892 2.96 4.39 −0.277
Stoichiometric 1.22 2.31 3.42 0.698
Ge-rich 1.54 1.66 2.45 1.67
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A semi-quantitative study of the ionic bonding component
and defect charge transfer is performed with the Bader analysis
code from the Henkelman group.47–50 The importance of charge
transfer for the enthalpy of the formation of phases and defects was
shown in Liu et al.51 based on the extended Born model. This
model considers partial polarization in a material. Like Liu et al.,
this work will study the C49 and C54 allotropes from the extended
Born model perspective, since that model takes into account cova-
lent bonds and partial charge transfer,52

ΔHf ¼ ΔHat þ (ΔUi � ΔUea)þ ΔHel þ ΔHcov: (6)

The enthalpy of formation in Table I is represented as ΔHf in
the extended Born model. ΔHat represents the covalent energy
between atoms of the same element, taking into account that there
is no charge transfer between like atoms. The electron affinity and
ionization energy for the isolated atoms are represented by the
second term (ΔUi � ΔUea). ΔHel is the electrostatic lattice energy
for localized bonding, and ΔHcov corresponds to the heat of forma-
tion of the covalent lattice of the crystal, which depends on valence
electron orbitals and coordination.

There are multiple steps to evaluating Eq. (6). In the first step,
the binary alloy is separated such that its energy can be referenced
to its pure components: this is the way that ΔHf is calculated. In
the second step, the atoms of the pure phases are disassociated into
isolated atoms such that ΔHt ¼ Etot

N �P
i Ei(r ! 1). In the third

step, these isolated atoms are ionized, enabling an estimate of the
partial charge transfer. In the fourth step, the electrostatic attraction

within the crystal is determined as ΔHel ¼ NAαqiqje2

4πϵ0r0
1� 1

n

� �
, where

NA is Avogadro’s constant, α is the Madelung constant for the spe-
cific crystal lattice, qi and qj are the partial charges of the anion
and cation, e is the charge of the electron, r0 is the interatomic dis-
tance between the cation and anion, and n is an empirical quantity
for the distance dependence of repulsion. In the last step, the total
effect is determined by subtraction. Though the partial charge is
not quantitatively defined in DFT, the extended Born model does
allow the relative importance of ionic and covalent bond mixing of
the lattice enthalpy to be semi-quantitatively determined.

The extended Born model will be applied to these phases
through the qualitative insight of quantitative calculations gained
from the density of states (DOS), Bader analysis, and CDD. DOS
yields insight into the covalent bond strength through the phase’s
pseudogap, while Bader analysis qualitatively describes the impor-
tance of partial charge transfer. The conclusions provided from
both techniques should be consistent with CDD.

PHASE STABILITY

The enthalpic calculations for the TiSi2 C40, C49, and C54
allotropes are shown in Table I. For TiSi2, the C49 system is the
most stable structure. The calculations with the GGA functional
predict that its enthalpy is 7 meV/atom lower than that of C54;
the SCAN functional predicts it to be 5 meV/atom lower. The C49
structure is even more stable with respect to the C40 structure: by
22 meV/atom (GGA) and 32 meV per atom (SCAN). These
results agree with those of Jain et al. 38 However, they do not

agree with the results of Colinet et al.,53 which predict a difference
of 34 meV/ atom for TiSi2 C49 and 34 meV/atom for TiSi2 C54.
Both Colinet et al. and Jain et al. used PBE-GGA functional for
calculations. However, Colinet et al. performed structure relaxa-
tions with PBE-GGA, then calculated formation energies using
FLAPW-GGA. The use of different functionals in the calculations
explains these differences.

The enthalpies of the formation for the TiGe2 C49 and C40
allotropes have not been calculated in previous works. As a base-
line, we have calculated the enthalpy of formation for the TiGe2
C54 allotrope to compare with an earlier high throughput work.54

In Table I, the lowest energy allotrope of TiGe2 is C54, with the
enthalpies of the C49 and C40 structures both being 11 meV/atom
higher for the PBE-GGA functional. The SCAN functional also
predicts that the C54 structure is the most stable, with the C40
structure being 8 meV/atom higher and the C49 structure a further
8 meV/atom higher.

Sun et al. mined data from the materials project and evalu-
ated the influence of the chemistry and composition for various
polymorphic compounds.55 The upper limit of the convex hull
for metastability was found to be 70 meV for most inorganic
materials. That is, structures with enthalpies of formation above
the convex hull by less than 70 meV have a significant chance of
being metastable and, thus, may be manifested experimentally.
Applying that criterion to this system, the TiGe2 C49 and TiSi2
C40 allotropes are known metastable structures and indeed
within the 70 meV stability upper limit. On this basis, the TiGe2
C40 structure may be metastable also.

The relative lattice stability between the allotropes might
change at higher temperatures, so the vibrational free energy is cal-
culated using the Phonopy package with the PBE-GGA func-
tional.56 Due to the presence of metal atoms, the Methfessel–
Paxton method is utilized to determine the forces between the
atoms. The vibrational free energy calculated is a function of tem-
perature in the harmonic approximation, which assumes that the
thermal expansion does not significantly affect lattice phonons.
The Helmholtz free energy is expressed as

A(T) ¼ Elatt þ Fv(T),

when Elatt is the lattice’s total internal energy and Fv(T) is the
vibrational contribution of the free energy.57

At T = 0 K, the zero-point energy contributions for TiSi2
C40, C49, and C54 are 14.74 kJ mol−1, 14.26 kJ mol−1, 13.6 kJ mol−1,
respectively. The calculated values of Colinet et al.53 are 14.2 kJmol−1,
15.2 kJ mol−1, and 14.5 kJ mol−1. This work shows closer agree-
ment for the C40 allotrope, but a disagreement emerges for C49
and C54 in terms of value and order. The TiGe2 allotropes zero-
point energies are 9.75 kJ mol−1, 9.36 kJ mol−1, and 5.94 kJ mol−1,
respectively. These values follow the same order as in TiSi2 but are
about one-half lower, which corresponds with mass differences
being nearly a half between Ge and Si.

Figure 2 represents the Helmholtz free energy for the TiSi2 and
TiGe2 allotropes. In Fig. 2(a), the Helmholtz free energy is
−639 kJmol−1, −640 kJmol−1, and −641 kJmol−1 for C40, C49, and
C54, respectively, at T = 0 K keeping to the same order as enthalpy
of formation in Table I. With increasing temperature, the vibrational
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free energy difference between C49 and C54 increases, while the dif-
ference between the C54 and C40 decreases. The C54 and C40 allo-
trope free energies cross at T = 980 K with the C40 free energy being
lower at higher temperatures. There is considerable uncertainty in
the transition temperature because the free energies cross at a very
shallow angle and because these harmonic approximation calcula-
tions do not take thermal expansion into account. The C54 and C49
free energies continue to diverge with C49 having the lowest free
energy. Colinet et al. predicts a free energy crossing from C49 to C54
at T = 1100 K, which suggests that the vibrational free energy con-
tributes to C54 being the more stable structure at higher tempera-
tures.53 However, this work does not show a crossing from C49 to
C54; thus, the vibrational free energy is not shown to be a contribu-
tor for the TiSi2 C54 allotrope forming at higher temperatures.
Additionally, the vibrational free energy contribution reduces the
Helmholtz free energy of the C40 allotrope below C54 at T = 980 K.

These differences could simply arise from the use of the LAPW
functionals used in Colinet et al., or our use of the Methfessel–
Paxton scheme.

Figure 2(b) shows the Helmholtz free energy for the TiGe2
phase. The figure suggests that TiGe2 C54 is stable over a wide
range of temperatures, with it being the most stable or metastable
up to room temperature; the fee energies of the C49 and C40 allo-
tropes cross near room temperature. Although there is still uncer-
tainty in this transition temperature, it is less than for the case of
TiSi2 because the free energies cross at a much greater angle and
because at these relatively low temperatures the effects of thermal
expansion are considerably small. As mentioned earlier, the C40
structure has never been experimentally observed, and the C49
structure is only observed with non-equilibrium growth methods.
However, the Helmholtz free energy suggests the free vibrational
energy drives the C40 and C49 allotropes into the most stable
structures beyond room temperature. Thus, the vibrational free
energy is not a contributor to C54 being the most stable phase at
processing temperatures (600 °C–700°).

DEFECT ENERGETICS AND CHARGE

The concentrations of point defects, such as antisites and
vacancies, impact the lattice stability and phase equilibria of inter-
metallic alloys.46 Therefore, it is necessary to determine the forma-
tion energy of defects in TiSi2 and TiGe2. The point defects
energies of these systems are compiled in Table II. Because of the
inequivalence of the Si/Ge atom lattice sites in the C49 structure,
the vacancy formation energies for the 2-NN and 4-NN sites are
calculated separately.

The defect formation energies may change due to the chemi-
cal potential’s sensitivity to the reactants’ concentrations during
the crystal growth. Thus, calculating the chemical potential at dif-
ferent concentrations is necessary to this work. In the following
tables, the three different sets of values for chemical potential
described above are used to calculate the defect energetics; the
three growth conditions are (i) Ti-rich (μSi or Ge ¼ μmin

Si or Ge and
μTi ¼ μbulkTi ), (ii) Si/Ge-rich (μSi or Ge ¼ μbulkSi or Ge and μTi ¼ μmin

Ti ),
and (iii) stoichiometric (μSi or Ge ¼ μmid

Si or Ge and μTi ¼ μmid
Ti ). Due to

the thermodynamic equilibrium restriction (μbulkTiSi2 ¼ μTi þ 2μSi and

μbulkTiGe2 ¼ μTi þ 2μGe), the chemical potentials cannot simultaneously
be equal to their bulk values. This restriction is a linear equation;
thus, the line is described with only the end points, and the stoichio-
metric concentration is taken as the midpoint of the line.

For the C49 structure of TiSi2, the lowest defect formation
energy by far (−0.567 eV) is the Ti-rich environment for the TiSi
on the 2-NN site (i.e., within the TiSi layer); the corresponding
value for the 4-NN site is 0.119 eV. The stoichiometric condition
shows an increase of defect formation energy with 2-NN still below
1 eV and 4-NN now above 1 eV. In the Si-rich case, the formation
energies increase to well above 1 eV for both the 2-NN (1.96 eV)
and 4-NN (2.64 eV). In all but the Ti-rich case, the lowest energy
defect is the VSi defect; stoichiometric concentrations show both
2-NN (0.418 eV) and 4-NN (0.633 eV) sites are below 1 eV; the
Si-rich case shows 2-NN (0.839 eV) below 1 eV, while 4-NN
(1.05 eV) is slightly above 1 eV. Overall, the data suggest a disfavor

FIG. 2. The Helmholtz free energy for the TiSi2 (a) and TiGe2 (b) allotropes.
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for defects that remove Ti; in particular, the VSi and TiSi defects in
the Ti-rich case have negative formation energies, suggesting C49
has a much stronger driving force to becoming sub-stoichiometric
in Si than does C54.

The lowest formation energy for the C54 allotrope under
Ti-rich conditions is the TiSi defect. This defect formation is only
0.089 eV; however, the formation energy increases above 1 eV for
the stoichiometric case. Two major points can be deduced from the
data for C54: defects that remove Ti are less favorable at Ti-rich
conditions, and the higher defect energies suggest that C54 has
lower defect concentrations than C49. The vacancy defect energies
are higher than in C49, except for the Si-rich case of VTi. These
vacancy defect energies can be compared to the work of Wang
et al. Using DFT with the GGA functional, Wang et al. found E
(VSi) = 2.39 eV and E(VTi) = 2.40 eV in the C54 structure; this work
found E(VSi) = 2.49 eV and E(VTi) = 2.22 eV at the Si-rich limit. At
the Ti-rich limit, their corresponding energies are E(VSi) = 1.53 eV
and E(VTi) = 4.07 eV, while this work found E(VSi) = 1.67 eV and E
(VTi) = 3.87 eV.58 These defect formation energy data is consistent
with the data presented here. The slight differences can be attrib-
uted to our calculations using a larger basis set for the Ti than that
of Wang et al.; the presumption is that the larger basis set will
result in more reliable values for defect energies. Miglio et al. calcu-
lated defect formation energies for C49 with molecular dynamics
simulations using a semiempirical tight-binding interatomic poten-
tial.59 They calculated the vacancy formation energies of Si to be
0.09 eV and 0.89 eV for 2-NN and 4-NN, respectively. They deter-
mined the vacancy formation energy of Si in the C54 structure to
be 1.41 eV.59 The differences with the values from DFT methods
are not concerning since DFT is known to generally provide higher
materials fidelity than tight-binding methods.

The defect energies for TiGe2 C49 have similarities to the
TiSi2 C49 phase. Both have low defect formation energies for VSi/Ge

and TiSi/Ge. Both VGe and TiGe show negative formation energies in
the Ti-rich case, and the VGe defect shows negative energies in all
cases except the 2-NN sites. This data suggest that TiGe2 C49 may
not be observed with equilibrium growth methods because of these
spontaneous defect formations. Another difference is the formation
energies for the TiGe2 4-NN defects are lower than for the 2-NN
defects, which is the opposite for TiSi2. The only negative forma-
tion energy for TiGe2 C54 is VGe (−0.277 eV) in Ti-rich conditions.
However, TiGe2 C54 has mostly non-negative defect formation
energies, unlike C49, which coincides with C54 being observable
under equilibrium growth methods. In general, C49 formation
energies are lower than TiSi2 allotropes, so TiGe2 can be expected
to have higher defect concentrations than TiSi2 C54.

For binary systems containing transition and non-transition
metals, the point defect formation energies can be reduced with
charge transfer between the anions and cations.51 As discussed,
the TiGe2 and TSi2 phases show a significant difference in forma-
tion energies for vacancies and substitution. Therefore, the effect
of partial charge transfer on stabilizing the TiSi2 and TiGe2
defects is explored with Bader analysis.

Only the nearest neighbor atoms around the defect are consid-
ered, so charge balance between these atoms is not expected.
However, convergence was checked by matching the number of
electrons in the potential files with the Bader analysis total electron

output. The charge transfer was calculated in the same manner as
the pure phase. The calculated total electron charge of an isolated
atom species in the supercell subtracted the nearest neighbor defect
atom. The difference determines the amount of charge gained or
lost for the Ti (cation) and Si (anion) nearest neighbor.

Bader analysis is a limited tool for defect charge transfer for
two reasons. First, as has been mentioned, it is a semi-qualitative
method. The second reason is related to the calculating the charge of
a vacancy defect. The effective charge of a vacancy can be expressed
as qv ¼ (qatom � qvac)�

P
j q

NN
j . Here, ΔqNNj is the charge difference

of the nearest neighbors; these charges are listed in Tables IV and V;
qatom is the total charge of an isolated atom, which is trivial to deter-
mine; qvac is the charge of the defect volume, which the atom once
occupied. The problem is calculating qvac. In order for Bader analysis
to calculate atom charge, the algorithm generates a Bader volume,
which represent the approximate volume that an atom occupies then
sums the total charge inside that volume. The Bader analysis algo-
rithm does not determine a Bader volume for a vacancy defect and
thus no charge inside a volume is summed to calculate qvac. With
these problems in mind, the magnitude of partial charge transfer at
the nearest neighbors to the vacancy defect will be used for an indi-
rect measure for the Coulomb potential.

Table IV shows the C49 TiSi2 partial charge transfer of the
nearest neighbor Si and Ti, with the defect energies for reference.
Though the amount of charge transfer for the vacancy is unknown,
it can be surmised that the region is electron depleted and thus
positive. The antisite defect partial charges for both TiSi and SiTi
cases are calculated by subtracting the isolated atom charge by the
atom charge on the defect site. These antisite values are 0.83e for
the Ti substitution and 0.14e for the Si substitution. A positive
defect center suggests that the nearest neighbor Ti repels, while it
provides electrostatic attraction with the nearest neighbor Si atoms.

TABLE IV. Charge transfer from Bader analysis of the nearest neighbor atoms of
the vacancy and substitution defects in C49 TiSi2.

Point defect Formation energy (eV) NN Si Δq NN Ti Δq

VSi 2-NN Ti-rich: −0.003 −0.11e 0.38e
Stoich.: 0.418
Si-rich: 0.633

VSi 4-NN Ti-rich: 0.212 −0.45e 1.07e
Stoich.: 0.633
Si-rich: 1.05

VTi Ti-rich: 2.73 −0.50e 1.05e
Stoich.: 1.89
Si-rich: 1.04

TiSi 2-NN Ti-rich: −0.567 −0.57e 0.46e
Stoich.: 0.695
Si-rich: 1.96

TiSi 4-NN Ti-rich: 0.119 −0.59e 0.9e
Stoich.: 1.38
Si-rich: 2.64

SiTi Ti-rich: 5.18 −0.49e 1.1e
Stoich.: 3.92
Si-rich: 2.65
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The charge of the Si atoms nearest to the defect, about −0.45e
to −0.6e, are similar for all the defects, with the exception of VSi

2-NN at −0.11e. The defects with formation energies below 1 eV
show the smallest value for Ti charge: the VSi 2-NN and TiSi 2-NN

have nearest neighbor Ti charge values of 0.38e and 0.46e, respec-
tively. However, the TiSi 4-NN defect is an exception with a
partial charge of 0.9e. This defect shows a low formation energy
below 1 eV for the Ti-rich case, but the energy increases to
2.64 eV for the Si-rich case. The partial charge transfer for Ti
atoms near the TiSi 2-NN defect suggests the more positive partial
charge contributes to the increase of formation energy. The Ti
partial charge transfer for all defects above 1 eV is above 2.0e,
which is consistent with a lower Ti charge relating to lower for-
mation energy. An exception is the VSi 4-NN site, but this defect
has four nearest neighbor Si, which tend to stabilize the defect.
The lowest defect formation energy is the Ti-rich TiSi defect, with
a high Si nearest neighbor partial charge −0.57e and low Ti
nearest neighbor partial charge of 0.46e. These results indicate
that there is a relationship between the low defect formation
energy and partial charge transfer for C49 TiSi2.

Table V shows the C54 TiSi2 partial charge transfer of nearest
neighbor atoms. The partial charge defects are calculated in the
same manner as C49; the Ti substitution yields a partial charge of
0.77e while Si is 0.04e. The nearest neighbor Si partial charge is
similar for all of the defects. The defect with the lowest formation
energy is TiSi, which relates to a high Ti substitution partial charge
and a lower positive nearest neighbor Ti charge.

TABLE V. Charge transfer from Bader analysis of the nearest neighbor atoms of the
vacancy and substitution defects in C54 TiSi2.

Point defect Formation energy (eV) Si Δq Ti Δq

VSi Ti-rich: 1.67 −0.51 0.80
Stoich.: 2.08
Si-rich: 2.49

VTi Ti-rich: 3.87 −0.47 0.87
Stoich.: 3.04
Si-rich: 2.22

TiSi Ti-rich: 0.089 −0.38 0.72
Stoich.: 1.33
Si-rich: 2.56

SiTi Ti-rich: 5.09 −0.44 0.92
Stoich.: 3.85
Si-rich: 2.61

FIG. 3. The DOS for (a) C49 TiSi2, (b) C54 TiSi2, (c) C49 TiGe2, and (d) C54 TiGe2, calculated from SCAN functional and normalized by formula unit.
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The nearest neighbor Si interatomic distance is less than that
for Ti for all cases, so its Coulombic potential contribution is
greater than Ti nearest neighbors. The substitution defects show a
higher positive partial charge for Ti than Si, which corresponds
with lower formation energy. Due to the defect centers being posi-
tive, the positive nearest neighbor Ti contributes repulsive electro-
statics, which does not stabilize defects. Also, lower positive
partial charges for nearest neighbor Ti correspond with the lower
formation energies.

The partial charge transfer does affect the defect formation
energies, but due to the limitations of Bader analysis, it is unclear
how much the charge transfer reduces formation energy compared
to lattice relaxation. If an algorithm that calculates vacancy charge
is developed, a future work could include a more quantitative work,
which could compare the contribution of lattice relaxation with
partial charge transfer.

ELECTRONIC STRUCTURE AND BONDING

The Density of States (DOS) is calculated from the modern
meta-GGA SCAN functional. Figures 3(a) and 3(b) represent the
DOS for TiSi2 allotropes; the Fermi level at 0 eV is marked with a
vertical dashed line. The SCAN functional DOS calculation for C54
in Fig. 3(b) agrees with previous works using muffin-tin, Local
Density Approximation (LDA), and Generalized Gradient
Approximation functionals (GGA).58,60,61

A transition metal, such as Ti, has a d-orbital valence shell, and
the d–d bond is a significant contributor to the cohesive energy of
the lattices.62,63 When an atom with an s and p shell, such as Si or
Ge, is introduced into the transition metal lattice, the d–d bond
lengthens reducing the bonds’ contribution to lattice stability. In the
case of silicide or germanide phases, a covalent hybridization
between the transition metal d-orbital and the metalloid sp-orbital
valence bands increases lattice stability. For this hybridization to take

TABLE VI. Bader charges for TiSi2 and TiGe2.

Phase Si Ti

TiSi2
C49 +1.10e
2-N −0.67e
4-N −0.43e
C54 −0.57e +1.14e

TiGe2
C49 +1.08e
2-N −0.69e
4-N −0.39e
C54 −0.57e +1.14e

FIG. 4. Charge density difference plot of C49 TiSi2 looking into the (100) (a), (001) (b), and (010) (c) planes. Si (blue) and Ti (orange) atoms are located within the cross
section. The color legend represents the charge accumulation (red) and depletion (blue).
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place, the energy levels of the orbitals must overlap, and the crystal
structure must have the correct symmetry to enable the hybridiza-
tion. In the case of C54 TiSi2, the symmetry of the allotropes forbids
d states.60 The interaction between Ti and Si atoms forms a bonding
hybrid of the Ti d-orbitals and the p-orbitals, which causes an
increase of stability. The hybrid bonding forms bonding orbitals
below the Fermi level while antibonding and nonbonding orbitals
form above the Fermi level. This behavior is observed with a total
density of states plot as wide peaks above and below the Fermi level.

Although there is no bandgap, there is a region about the
Fermi level which shows reduced electron density; this region has
been called a pseudogap, and it arises from the bonding and anti-
bonding associated with hybridization between atoms in the
alloy.64,65 There are two important features to the pseudogap. First,
the location of the Fermi level relative to the pseudogap provides
insight into stability; second, the depth of the pseudogap well at the
Fermi level is related to the strength of the covalent bonding.64–68

A Fermi level lower in energy than the pseudogap indicates
unfilled bonding orbitals.66,67,69 Previous works have noted the rel-
ative stability of TiSi2 C49 and C54 structures can be understood
based on the position of the Fermi level.60,61,68,70 However, previous

works have not plotted the DOS to determine relative stability
between the TiGe2 C49 and C54 structures or the covalent stabil-
ities between the TiSi2 and TiGe2 phases.

At the Fermi level, TiSi2 C49 has a DOS of 0.18 states per eV for
C49, while C54 has 0.4 states per eV, indicating more electrons are
localized in covalent bonds in the C49 structure. Also, the Fermi level
for the C49 structure in Fig. 3(a) is located at the minimum of the
pseudogap, while the Fermi level for the C54 structure in Fig. 3(b) is
slightly below it. Therefore, based on the Fermi level position, the
TiSi2 C49 allotrope (filled orbitals) is expected to be more stable
than the C54 structure (unfilled orbitals).60,61,68,70 The other mea-
surement for stability, the enthalpy of formation shown in Table I,
corroborates this conclusion, since C49 (−525meV/atom) is more
negative than C54 (−518meV/atom).

Figures 3(c) and 3(d) show the DOS for TiGe2; this system
shows a pseudogap as well. The Fermi level for C49 TiGe2 is at the
pseudogap minimum as it was for C49 TiSi2. However, in contrast
to TiSi2 C54, the Fermi level for C54 TiGe2 is now at the pseudo-
gap minimum, so the C54 TiGe2 structure shows increased stability
relative to TiSi2. Therefore, unlike TiSi2, C54 TiGe2 has fully occu-
pied bond orbitals. Also, the DOS at the Fermi level for C49 TiSi2

FIG. 5. Charge density difference plots for the C54 TiSi2 looking into the (001) (a), (100) (b), and (010) (c) planes. Si (blue) and Ti (orange) atoms are located within the
cross section. The color legend represents the charge accumulation (red) and depletion (blue).
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is 0.35 states per eV, while for C54 it is 0.31 states per eV. Based on
the DOS in the pseudogap, it seems that the Ge interaction with Ti
introduces additional hybridization thus stabilizing the structure.
The DOS also suggests that the covalent bonding in C54 is stronger
than in C49 TiGe2. Again, this result from the TiGe2 DOS is cor-
roborated with enthalpy of formation in Table I. The stronger cova-
lent bonding of C54 (−460 meV/atom) coincides with a more
negative enthalpy of formation than C49 (−452 meV/atom).

The importance of an element’s electronegativity for predict-
ing alloy formation was first recognized by Miedema et al.71 There
is little difference in the Pauling’s electronegativity of the elements:
Ti (1.54), and Si (1.90) and Ge (2.01). The contribution of ionic
bonding of a binary system, FI, as opposed to covalent bonding, is
often estimated as Fi = 1− exp(−0.25ΔX2), where ΔX is the differ-
ence in the electronegativity of the components. This yields
Fi(TiSi2) = 3.1% and Fi(TiGe2) = 5.4%; this is, bonding for both
systems is expected to be very largely covalent.

Interestingly, even though the electronegativity of Ni (1.91) is
almost identical to that of Si. The ionic charges in fluorite-structured
NiSi2 were found to be +1.12 and −0.56.72 That is, NiSi2 shows a
strong degree of ionicity, much larger than would be predicted by
the simple analysis above. Therefore, to explicitly determine the
degree of covalency, we perform Bader analysis to determine the
charge transfer in the silicide and germanide systems. The charge
transfer calculated from Bader analysis is given in Table VI. The C54
TiSi2 phase shows significant ionicity, with the Ti atoms having

charge +1.14e and Si atoms having charge −0.57e; interestingly,
these are very similar to the values in NiSi2, even though the struc-
tures are very different. The C49 structure shows slightly lower ionic-
ity: the Ti has a charge of +1.10e, while the 2-NN and 4-NN Si
atoms have charges of −0.61e and −0.43e, respectively. The lower
charge at the 4-NN site is presumably due to the covalent bonding
with two additional neighbors.

The charges in C54 TiGe2 are identical to those in TiSi2
despite the greater difference in the electronegativities. The C49
TiGe2 structure also shows a very similar Ti charge to that in TiSi2,
but the apportionment of that charge to the 2-NN and 4-NN Si
atoms is slightly different.

The charge transfer for C54 TiSi2 was previously calculated by
Wang et al.58 They found the charge on Si to be −0.048e, which is
less than 10% of the value determined here. Although this difference
is large, variations of up to a factor of five in calculated ionic charge
have been seen for different methods.51 In particular, this difference
can be explained in terms of the choice of functionals and charge
analysis type. Wang et al. determined the Mulliken charges using
GGA functional. Mulliken charge analysis has been described as
potentially unphysical due to the strong dependence of the charges
obtained on the basis set.73–75 The Bader charge analysis has the
advantage of independence of basis set and convergence to a stable
value. Moreover, the more accurate SCAN functional37 was not avail-
able at that time. Therefore, we believe that the values determined
here are more likely to be accurate.

FIG. 6. Charge density difference plots for C49 TiGe2 looking into the (001) (a), (100) (b), and (010) (c) planes. Ge (purple) and Ti (orange) atoms are located within the
cross section. The color legend represents the charge accumulation (red) and depletion (blue). The system shows similar electron density to C49 TiSi2 but more charge
accumulation around the Ge atoms.
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The charge density difference, CDD, is defined as the differ-
ence between the total charge density of the compound and con-
stituent atoms, as discussed above. It, therefore, represents the
charge redistribution when atoms are condensed to form a crystal.
Thus, CDD is a valuable tool for assessing the degree of covalency
and ionicity in a bond. Like Bader analysis, CDD is a method
based on charge density from DFT; so, the visualizations it gener-
ates complement the charge transfer calculations in Table VI.

Figures 4–7 show the CDD plots for each system; the red
regions represent charge accumulation, and the blue regions repre-
sent charge depletion. For the C49 allotrope, Figs. 4(a) and 4(b)
show a depletion region between the stacks; this forms the bound-
aries of the layered structure illustrated in Fig. 1(c). The Ti atoms
in Fig. 4(a) show little directionality of the charge accumulation,
which indicates an absence of covalent bonding. These observations
suggest that the layers are ionically bonded to each other, and that
charge depletion region contributes to the high sheet resistance
measured for C49 films observed from experiments.1–4

Figure 4(a) shows strong directional bonding between Si
(blue) atoms through the center of the figure, which represents 3s–
3p hybridization. Figure 4(c) shows directional bonding between Ti
(orange) atoms; the bonding is denoted by the red region with a

definite ellipsoid shape, which represents 3d–3d hybridization. Again,
3d–3d hybridization is observed between Ti atoms in Fig. 4(b). The
regions between Ti and Si show charge depletion, so Fig. 4 suggests
that there is no 3p–3d hybridization between the Si and Ti atoms.
Bader analysis shows that the bonding between Ti and Si is due to
partial charge transfer. We conclude that the observed CDD corrobo-
rates with the Bader charge analysis in Table VI.

In Fig. 4(b), a blue depletion region is observed between the
Ti and Si atoms with an anisotropic charge density for Ti. The
reduced charge on the Ti atom represents the charge transfer to Si.
Figure 4(a) clearly shows more transfer of charge from the Ti to the
2-NN Si atoms than to the 4-NN Si atoms. This finding is not sur-
prising due to the difference in the number of covalent bonds.
Additionally, it is consistent with Bader analysis, which suggests
that 2-NN Si atoms are more charged than the 4-NN Si atoms.

For C54, charge accumulation is shown between Si atoms in
Fig. 5(a); three 3s–3p hybridization bonds link to three nearest
neighbors. Figure 5(b) shows 3d–3d hybridization between the Ti
atoms, with the charge accumulation being isotropic for the center
Ti atom. Figures 5(a) and 5(c) show the charge depletion region
around the Ti atoms, which relates to the charge transfer. The charge
accumulation and depletion of the Ti atoms suggests an evenly

FIG. 7 Charge density difference plots for C54 TiGe2 looking into the (001) (a), (100) (b), and (010) (c) planes. Ge (purple) and Ti (orange) atoms are located within the
cross section. The color legend represents the charge accumulation (red) and depletion (blue). The system shows similar electron density to C49 TiSi2 but more charge
accumulation around the Ge atoms.
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distributed charge transfer to the Si atoms; this is consistent with
Bader charge analysis in Table VI. No charge accumulation is
observed between Ti and Si because the symmetry of the C54 struc-
ture does not allow Ti d-orbital hybridization with the Si p-
orbitals.60,65 Figures 5(b) and 5(c) show charge accumulation at the
interstitial sites of C54. The differences between the TiSi2 C54 and
C49 structures are the isotropic charge transfer and the covalent
bonds. C54 does not have the layer of 4-NN Si atoms, which suggests
less hybridization. So, the reduction of hybridized bonding explains
the increase of formation energy, and the reduction of covalent stabil-
ity from the DOS plots.

From Bader analysis, the TiGe2 and TiSi2 allotropes show
similar charge transfer; the Ti atom in the TiGe2 and TiSi2 C54
allotrope both transfer 1.14e, while the Ti atom in the C49 struc-
ture transfer 1.08e and 1.10e, respectively. This similarity is also
evident in the CDD in Figs. 6 and 7. Charge accumulation is
noticeable between the Ti atoms in TiSi2 in Figs. 4(b) and 4(c),
indicating that 4d–4d hybridization also occurs for the C49 TiGe2
system. In Fig. 6(a), the same directional charge transfer is observed
between the Ge atoms, which relate to 4s–4p hybridization.
However, the accumulation region is broader than in C49 TiSi2,
indicating that the hybridized orbitals are less bound than in TiSi2.
The introduction of the Ge atom increases the volume of the lattice
structure which causes the d-orbital broadening. This broadening
reduces the stability of the crystal; however, hybridization between
a transition metal and metalloid makes the energy of the crystal
more negative.64,65 Figures 6(a) and 6(b) show charge accumulation
between the Ge and Ti atoms indicating interaction; these panels
suggest a 4s–4p hybridization between the unlike atoms.

Figure 7 illustrates the CDD for the TiGe2 C54 allotrope, with
charge transfer between the Ti and Ge, and the 3d–3d hybridiza-
tion between Ti atoms. The accumulation region between Ge atoms
is wider than between Si atoms in Fig. 5(a), indicating that the elec-
trons are less bound between Ge atoms. Like TiGe2 C49, these find-
ings point to hybridization between the Ti and Ge and are
consistent with the stability inferred from the DOS. Unlike TiSi2
C54, the 4s–4p hybridization lowers the formation energy for
TiGe2 C54. The reason for this is the interaction between Ti and
Ge introduces more hybridization of orbitals than is present in
TiSi2 C54. The CDD plot for TiGe2 C54 shows charge accumula-
tion between the atoms supporting the increased interaction relative
to TiSi2 C54. Overall, the TiGe2 bonding has more bonding simi-
larities to the NiSi2 than to TiSi2.

72,76

DISCUSSION AND CONCLUSIONS

The enthalpy of formation calculations done here for the
TiSi2 phase is largely consistent with previous experimental and
computational reports.4,38,53,77 While previous experiments agree
on the order of the formation, C49 and then C54, the reasons for
this order are debated. This work has shown that the formation
energy of C49 is lower than C54 and provides some physical
arguments for why this is so. The vibrational free energy is added
to calculate the temperature dependent Helmholtz free energy,
but these calculations show the vibrational free energy does not
drive the transformation of C54 to one of the other structures at
higher temperatures.

Via et al.78 performed 460 °C–540 °C anneals on TiSi2 C49 to
introduce defects followed by an anneal to form C54. Because the
activation energy for the transformation increased with defect con-
centration; they concluded that this dependence is the reason for
the inconsistent results on transformation kinetics among previous
experiments. Defect energies were calculated using chemical poten-
tials corresponding to various growth conditions; this work is con-
sistent with the C49 allotrope as being much more prone to
forming defects than the C54 allotrope, consistent with the experi-
ments.77,79 Therefore, this work suggests a component of the trans-
formation competition is due to the low defect formation energies
for TiSi2 C49. Also, the data suggest growth in a Ti-rich environ-
ment will produce a TiSi2 C49 allotrope with more defects; thus,
the C49–C54 energy barrier may be lowered with higher Ti-rich
concentrations. Moreover, the defect formation energy is expected
to be between those of the pure TiSi2 and TiGe2 binary phases, so
C49 Ti(Si1−xGex)2 should have a low defect formation energy and a
higher concentration of defects. Extending the knowledge of defect
concentration and activation energy, the C49–C54 Ti(Si1−xGex)2
transformation is expected to express the same trend.

As mentioned above, the TiGe2 system does not show a C49
precursor phase for the formation of C54.19,24 However, based on
the work by Sun et al.,55 this calculation for the TiGe2 C49 energy
is well below the upper limit for metastability. For the first time,
this work shows the allotrope as potentially metastable; such
metastability is consistent with the experiment.25 When consider-
ing the Helmholtz free energy, the plot suggests the most stable
phase is the C49 allotrope. Thus, the vibrational free energy does
not drive the C54 free energy below C49. This result suggests the
C54 is the most stable phase due to the spontaneous defect forma-
tion of TiGe2 C49.

The TiGe2 C40 phase is not observed during the solid reac-
tion, but this work combined with that of Sun et al. supports the
possibility of the metastability of the structure. Experiments have
shown the existence of the TiSi2 C40 structure using nanosecond
laser annealing experiments, in which the rapid cooling rate
quenches metastable phases.17,26–28,80 Therefore, it seems possible
that TiGe2 C40 might be observable using the same nanosecond
laser annealing techniques.

Si1−xGex layers have become instrumental for introducing com-
pressive strain to CMOS channels. The Ti-Si1−xGex bilayer reaction
forms the C54 structure of interest, but the Ti(Si1−xGex)2 C54 struc-
ture forms at lower temperatures than TiSi2 C54, which provides an
improved thermal budget for semiconductor processing.20 This work
has developed a fundamental understanding of TiGe2 C49 and C54
phases, which is useful for applying to the Ti(Si1−xGex)2 system. The
C54 structure is the TiGe2 ground state structure because the Ge
atom produces stable bonding orbitals. The extended Born model
shows the stability of a binary alloy is a combination of ionic and
covalent bonding. Based on these results, this work corroborates that
the Ge atom lowers the formation energy of the Ti(Si1−xGex)2 C54
phase with increasing Ge fraction.
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